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Scientific visualization of geospatial data provides highly effective tools for analysis and communication of
information about the land surface and its features, properties, and temporal evolution. Whereas single-
surface visualization of landscapes is now routinely used in presentation of Earth surface data, interactive 3D
visualization based upon multiple elevation surfaces and cutting planes is gaining recognition as a powerful
tool for analyzing landscape structure based on multiple return Light Detection and Ranging (LiDAR) data.
This approach also provides valuable insights into land surface changes captured by multi-temporal elevation
models. Thus, animations using 2D images and 3D views are becoming essential for communicating results of
landscape monitoring and computer simulations of Earth processes. Multiple surfaces and 3D animations are
also used to introduce novel concepts for visual analysis of terrain models derived from time-series of LiDAR
data using multi-year core and envelope surfaces. Analysis of terrain evolution using voxel models and
visualization of contour evolution using isosurfaces has potential for unique insights into geometric
properties of rapidly evolving coastal landscapes. In addition to visualization on desktop computers, the
coupling of GIS with new types of graphics hardware systems provides opportunities for cutting-edge
applications of visualization for geomorphological research. These systems include tangible environments
that facilitate intuitive 3D perception, interaction and collaboration. Application of the presented visualization
techniques as supporting tools for analyses of landform evolution using airborne LiDAR data and open source
geospatial software is illustrated by two case studies from North Carolina, USA.

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

Scientific visualization provides a means for effective analysis and
communication of complex information that may be otherwise
difficult to explain. This particularly applies to geomorphology,
where 3D spatial patterns and relationships are critical for depicting
landscape features and understanding observed or modeled phenom-
ena. Online access to massive volumes of geospatial data, coupled
with fast graphics and computational power, has expanded the use of
visualization in Earth sciences and education. The data acquired by
modern mapping technologies established a new foundation for
landform analysis at unprecedented levels of detail and spatial extent
(Bellian et al., 2005). Airborne Light Detection and Ranging (LiDAR)
and Interferometric Synthetic Aperture Radar (IfSARE) have dramat-
ically changed the level of detail captured in digital elevation models
(DEMs,) including public statewide data at 3 m–10 m resolutions
(Gesch et al., 2009) and regional data at 0.3 m–1.0 m resolutions
(NOAA Coastal Services Center, 2010). The spatial extent of public
elevation data at resolutions 90 m and better have increased to near-

global coverage, starting with the Shuttle Radar Topographic Mission
(SRTM) in the year 2000 (Rabus et al., 2003). Field scale data are now
routinely acquired at 0.10 m resolutions and higher using ground
based laser scanning (Heritage and Hetherington, 2007).

DEMs generated from these new sensing technologies have different
properties than traditional DEMs derived from topographic map
contours or older photogrammetric data (Mitasova et al., 2005a), and
consequently pose challenges for processing, analysis, and visualization.
High spatial and temporal resolutions in the case of LiDAR data or the
vastly expanded, almost global coverage of the SRTM-based elevation
models and the ASTER Global Digital Elevation Model (Earth Remote
Sensing Data Analysis Center, 2009) lead to massive data sets that
cannot be visualized on the computer screen at full resolutions,
therefore, fast zoom-in and zoom-out capabilities are essential.
Hierarchical data structures, based on pyramids, are used to view such
data, especially in online applications (Tanimoto and Pavlidis, 1975;
Lowe, 2004;Whitmeyer et al., 2008).Moreover, these elevation data are
often noisy and include extensive detail thatmay obstruct landforms, so
further processingmay be needed to create amodelwith anappropriate
level of detail for a given application (Mitasova et al., 2005b). Landform
visualization from multiple return LiDAR point clouds in vegetated or
developed areas requires filtering of points to remove above ground
surface clutter (Sithole and Vosselman, 2004) and provide bare-Earth
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elevations. At the same time, the above ground data provide valuable
information about the structure of vegetation and anthropogenic
features that are important for studies of landscape evolution. In
addition to static terrain representations, the high efficiency of current
technology facilitates repeated surveys of rapidly changing landscapes
making elevation time series animations indispensable for analyzing
and communicating land surface dynamics.

Scientific visualization of geospatial data has its foundation in
cartography and computer graphics. Although most of the fundamen-
tal methods have not changed over the past two decades (e.g.,
contours and relief shading for elevation data) many advanced,
interactive tools have become more accessible and easier to use.
Buckley et al. (2004) provides a comprehensive overview of
cartographic methods for topographic data representation, ranging
from traditional cartographic techniques such as contouring and
hypsometric tinting to computer generated relief shading and terrain
visualization in 3D perspective. Whereas this extensive review is
focused onmountain geomorphology,most of themethods are general
and are applicable to other types of landscapes. More recent research
on landscape visualization builds upon these traditional techniques by
taking advantage of high resolution elevation data, faster computer
graphics and multi-modal human–computer interaction.

Multiple return LiDAR technology, supporting highly efficient
repeated elevation mapping over large regions, provides a unique
opportunity to move beyond the study of terrain as a bare Earth,
relatively stable surface towards its representation as a dynamic 3D
layer. This layer can be investigated as a set of dynamic, interacting
surfaces representing bare Earth, vegetation canopy, understory plant
cover, water surface, anthropogenic features, and anthropogenic
structures. The objective in this paper is to explore this concept and
illustrate applications of visualization coupled with GIS to investigate
short term terrain change and its impacts. Specifically, we focus on
evolving landscapes and visualization of features related to recent
change and short-term (decadal) dynamics captured by laser
scanning technologies. All presented applications and visualizations
are performed using open source GRASS GIS tools (Neteler and
Mitasova, 2008).

In the first section that follows, we review advances in visualiza-
tion technology and systems that were developed largely in response
to the need for display, exploration and navigation through massive
elevation data sets that became available over the past decade. Then,
we describe specific techniques for visualization of landscapes using
elevation models derived from multiple return LiDAR point clouds,
followed by explanation of innovative concepts for visualizing
landscape dynamics using multiple surfaces, voxel models and
animations. The exploratory Tangible Geospatial Modeling System
(TanGeoMS) is introduced as an example of multi-modal approach
that has been specifically designed for interactive investigation and
visualization of terrain change impacts on topographic parameters
and landscape processes. Finally, the techniques presented are
combined in case studies that use visualization to assist investigation
of landforms and recent landform evolution in mountainous and
coastal landscapes.

2. Advances in visualization technology and systems

Modern mapping technologies and efficient, Internet-based
distribution of geospatial data have driven the development of
software and hardware solutions that facilitate visual exploration of
massive elevation data sets. Powerful graphics cards and hierarchical
data structures now support fast zooming capabilities and fly-through
applications, providing fast previews of the available data. Tiled
displays, composed of many screens and supporting resolutions of
more than 100 million pixels, provide means for display of elevation
data as 2D images or in 3D perspective at high resolutions for large
areas (Sorokine, 2007; DeFanti et al., 2009).

To support in-depth perception of topography and its landforms,
immersive technologies have been coupled with GIS in ways that are
useful for geoscience research and education. For example, Geowall
employs a single wall stereo projection to provide 3D immersion
(Johnson et al., 2006) while Vision Dome displays create a fully
immersive 360° projection with 180° field of view. Cave Automatic
Virtual Environment (CAVE™), an immersive virtual reality system,
projects images on 3–6 walls of a room-sized cube. This technology
has allowed users to interact with 3D dynamic simulations of
landscape processes such as surface water flow (Johnston, 1998), to
explore 3D volume data such as the structure of detrital sedimentary
rocks and fossil mats (Billen et al., 2008), and to visualize subsurface
seismic data (Lin and Lofton, 1998). Whereas these systems allow
users to explore large regions at high resolutions and immersion can
provide field-scale experience, special facilities and expensive
hardware are required. Emerging frameworks provide tools to
integrate multi-temporal land surfaces with sub-surface volume
data and visualize them in high-end immersive environments as
well as through webmapping service (Baru et al., 2008), whichmakes
the sophisticatedmultidimensional visualization of Earth science data
sets available to researchers and educators without the specialized
hardware.

The introduction of Virtual Globes, such as Google Earth or NASA
WorldWind (Boschetti et al., 2008; Tuttle et al., 2008), has had the
broadest impact on landscape visualization to date by providing
elevation data combined with Earth imagery and easy to use
navigation over the web. Originally, the Virtual Globe approach was
developed for the general public, but over time it has become widely
adopted by the scientific community and has stimulated innovation in
methods to interactively present and share geoscience information.
For example, the OpenTopography portal, supported by the National
Science Foundation (NSF), provides browsing access to its vast
repository of scientific LiDAR data through Google Earth relief shaded
images (Prentice et al., 2009). Fault model visualization (Van Aalsburg
et al., 2009) combines high resolution DEMs with active tectonic fault
maps and earthquake hypocenters and creates a graphical output that
can be visualized in Google Earth on desktop computers or in virtual
environments such as CAVE or Geowall.

To further improve the interaction with virtual landscape models
and associated geospatial data, traditional point-click-drag control with
a computer mouse is being replaced by screen touch applications
ranging from interactivemapson smartphones to large touch tables and
screen displays used for collaboration and in media to display and
manipulate geospatial data. Interscopic multi-touch surfaces (Schöning
et al., 2009) allow users to interact with 3D topographic and urban data
using hands and manually modify shapes of virtual volumes. Multi-
modal interfaces for navigation through terrain add speech and gesture
interaction and are considered important candidates formobile, field, or
ubiquitous applications (Krum et al., 2002). Multi-touch hand and foot
gestures have been recently combined to create an intuitive 3D interface
for interaction with geospatial data (Valkov et al., 2010).

Several new technologies extend visualization beyond the 2D
displays and merge 3D scale models with imagery. Simple systems
project GIS data over a solid 3D model (Coucelo et al., 2005). The
technologically complex Terrain Table created the scale model
dynamically using movable pins covered by a flexible plastic sheet
(Directions Staff, 2004; Marshal, 2004; Defense Update, 2005).
Although the detail represented by the pins was rather limited, high
resolution imagery was projected over its surface to enhance the
perception of landscape features.

Systems aimed at research applications go beyond data query and
navigation by integrating the display of georeferenced data with
geospatial analysis, simulations and modeling. Underkoffler and Ishii
(1999) added movable tagged objects to the touch table and coupled
it with simulation tools that responded to the movement of the
objects in real time. For example, if the objects represented buildings
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that were moved around by a user-architect, the system generated
immediate feedback about changes in casted shadows or in the wind
vector field. Illuminated Clay (Ratti et al., 2004; Mitasova et al., 2006)
employed a flexible clay terrain model as a tangible interface that
responded to the manually introduced changes in its form by
projecting near real-time updates to the terrain parameters such as
slope angle or profile.

Whereas the new hardware and software technology has greatly
improved the visual perception and exploration of complex, massive
elevation data, it still relies on a fast display of 3D perspective views,
2D shaded relief, 2D color maps, and isolines. In the following sections
we discuss the core techniques for visualization of a single landscape
surface and present extension of these techniques to support visual
analysis of multiple return LiDAR data and time series of DEMs.

3. Visualization of single, multiple and dynamic elevation surfaces

Surface visualization, using a 2D shaded relief image or a 3D
perspective view, fully integratedwithinmost GIS and remote sensing
software systems, has become a core tool for visual analysis of
landscapes and landforms. In addition to the traditional single surface
display, various techniques based on combination of multiple surfaces
have become essential tools for visual analysis and communication of
information frommultiple return LiDAR data and time series of DEMs.

3.1. Visualization of a static, bare Earth surface

Relief shading (e.g. Horn, 1981) and illuminated surface visualiza-
tion in 3D perspective are gradually replacing contours as means to
represent and analyze elevation data, identify potential artifacts in
DEMs, and make decisions about additional processing that may be
needed for landform mapping. These techniques are capable of
capturing subtle features that are often missed by the traditional
contour representation and have become one of the preferred
techniques for visualization of high resolution LiDAR-based DEMs.

Image representing relief shading is derived by computing the
image intensity values as a function of illumination angle g (angle
between the incoming light source ray and elevation surface normal):

cos gð Þ = cos zð Þcos sð Þ + sin zð Þsin sð Þcos a−oð Þ

where z is light source altitude angle measured from zenith, s is
elevation surface slope angle, a is light source azimuth and o is
elevation surface aspect. Landscapes with relatively flat topography,
such as plains or plateaus, require large z angle (low light source) to
reveal shallow depressions, old channels and other types of subtle
landforms, whereas features with steep slopes are sensitive to light
source azimuth. Therefore, a high level of interaction that supports
continuous control of light source zenith and azimuth is important for

the selection of effective lighting parameters. Multiple light sources
can be used to reduce the negative effects of azimuth biasing that can
diminish visibility of landscape features oriented parallel to the light
source azimuth (Smith and Clark, 2005; Smith and Wise, 2007). For
example, the visualization tool in GRASS GIS (Neteler and Mitasova,
2008, chapter 7.3) uses two light sources: a dim white light remains
directly above the surface at all times and serves as a fill light, creating
a component of illumination that is function of slope and is
independent of azimuth. The position of the second light source is
adjustable and controlled interactively by the user.When light is being
adjusted, a sphere appears on the surface and is continuously redrawn
to show the effects of lighting changes (Fig. 1). Neither light is
directional, light is emitted equally in all directions from the light
source.

Relief shading provides a 2D orthogonal view of the topography at
a uniform scale and it is suitable for landform mapping using on-
screen digitizing (Smith and Clark, 2005). For example, this approach
has been identified as one of the most effective methods for
identification of linear landforms from remotely sensed data if the
single or multiple light source positions are properly selected (Smith
and Wise, 2007). To highlight the mapped topographic features relief
shading is often combined with topographic parameters such as slope
and curvatures, or spatial statistics measures (Mitasova et al., 2005a;
Smith and Clark, 2005).

Illuminated surface visualization in a 3D perspective view
improves perception of relative elevation that can be interactively
exaggerated to highlight even small landforms and anthropogenic
features such as roads or bridges (Fig. 1). The images of perspective
views have variable scales and are, therefore, rarely used for digitizing.

Draping of a color map over an elevation model is widely used to
convey the relationship between the surface geometry and parame-
ters derived from the DEM such as slope, aspect, curvatures, ridges,
stream networks, or viewsheds. Color maps are also used to represent
phenomena that are only partially controlled by topography such as
land cover, soils and geology (Buckley et al., 2004). Histogram
equalized color ramps employ a monotonic, non-linear mapping
which assigns the color values to grid cells to achieve uniform
distribution of colors. These color ramps are effective for highlighting
topographic features in regions with uneven distribution of elevation
(the state of North Carolina is a typical example, Fig. 2a). Logarithmic
color ramps are often needed to visualize flow accumulation patterns
or other phenomena where the values range over several magnitudes
(Fig. 2b).

In addition to the color maps, 2D vector features, such as lines,
points, or area polygons, can be draped over the illuminated elevation
surface to provide baseline information (streams, roads, etc.) or
geomorphologic and geologic features (e.g., landform boundaries,
fault lines). Surfaces can be also combined with 3D vector data, for
example to explore the relation of the multiple return point cloud to

0 2 km
N 

Fig. 1. Surface visualization with interactive light adjustment: simple geometrical object such as a sphere is used to guide the light source position. The surface is displayed with
3-times vertical exaggeration.
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bare ground surface (Fig. 3a) or to represent structures such as
buildings and bridges.

3.2. Multiple surface visualization and DEM time series

Multiple return LiDAR data capture the bare Earth surface along
with the vegetation and structures, thus, mapping landscapes as a 3D
layer rather than a single bivariate surface (Fig. 3a). Several types of
surfaces can be extracted from LiDAR point clouds using point filtering
algorithms (Sithole and Vosselman, 2004), including the bare Earth
surface z=Fb (x, y), elevation surface representing bare Earth with

vegetation canopy and structures z=Fv (x,y), or a surface represent-
ing understory vegetation. Relation between Fb and Fv including
structure of the canopy is then visualized using multiple surfaces
(Fig. 3b).

Multiple surfaces are also widely used for analysis of topographic
change and land surface evolution. In addition to surface overlays
(e.g., Mitasova et al., 2005a), spatial patterns of terrain dynamics can
be mapped and quantified using the concepts of core and envelope
surfaces (Fig. 4) and time of minimum and time of maximum maps
(Mitasova et al., 2009). Given a series of raster-based DEMs z(i,j,tk)
acquired at time snapshots tk, k=1,… n, it we define a core surface as

0

0 200 400 600 800 1000 1200 [m]

a b

2000 

1000 

0 [m]

[103 cells]

2000 

1000 

0 [m]

200 

100 

0 [m] 

0 4km

200000 
100000 
20000 
200 
1 [cells] 

200000 

20000 

2000 

200 

1 [cells] 

N

elevation 

N 

200km 

Fig. 2. Adjusting color ramps to extract topographic features: (a) comparison of North Carolina DEM displayed with equal interval and histogram equalized color ramps, the later
highlights the subtle topography of North Carolina coastal plain; (b) flow accumulation derived from a 10 m resolution DEM displayed over shaded relief with two different color
ramps: equal interval (only the largest stream is visible) and logarithmic (detailed structure of stream network can be identified).
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0               100m

N

N

N

b

Fig. 3. Visualization based on multiple return LiDAR data: (a) point cloud; (b) bare Earth and first return surfaces side-by-side and overlain with a crossection. Image adapted from
Neteler and Mitasova (2008).
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the minimum elevation and an envelope surface as the maximum
elevation measured at each cell over the given time period (t1,tn) such
that:

zcore i; jð Þ = min
k

z i; j; tkð Þ zenv i; jð Þ = max z
k
i; j; tkð Þ

The core surface represents the boundary between a stable volume
that has not moved during the entire study period and a dynamic
layer. The envelope surface represents the outer boundary of the
dynamic layer within which the terrain evolved during the given time
period. Contours (elevation isolines) extracted from the core and
envelope surfaces for the given elevation z=c then define a contour
evolution band area within which the given contour c evolved during
the time period (t1,tn). In coastal studies, an emerging application of
the contour evolution band concept is to extract isolines representing
different shoreline positions through time and, thus, efficiently map
the area of shoreline dynamics (Fig. 4b), a task that has been
traditionally performed by manually digitizing an envelope from a
time series of shorelines positions extracted from 2D imagery. Spatial
patterns of time associated with the core and envelope surfaces are
derived as raster maps that represent time of minimum elevation and
time of maximum elevation:

t max i; jð Þ = tk where z i; j; tkð Þ = zenv i; jð Þ
t min i; jð Þ = tl where z i; j; tlð Þ = zcore i; jð Þ

where values in the time maps represent the index l or p for the
relevant DEM in the time series and the actual date tl or tp is stored as
an attribute (grid cell label).

The relationship between the core, envelope and an elevation
surface, captured at a given time, is visualized using multiple surfaces
with interactive cutting planes (Fig. 4). For example, position of a newly
surveyed DEM within or outside the dynamic layer indicates whether
the observed change is within the extent of n-year dynamic fluctuation
or whether it creates a new minimum or maximum boundary. The
dynamics of the actual elevation surface can be visualized by animations
within the cross-sections or as a dynamic surface.

3.3. Animations and space–time domain volumes

Animations have become an indispensable tool for analysis,
visualization and communication of landscape evolution based on
monitoring data and modeling. Time series of landscape monitoring
data acquired by remote sensing are now routinely viewed using 2D
and 3D animations (Andrews et al., 2002; Buckley et al., 2004;
Napieralski et al., 2007). Changing color maps draped over a 3D

perspective view of a static elevation surface or an evolving 3D surface
are effective for analyzing and communicating the relationship
between landforms and process dynamics, such as overland water
flow or erosion and sediment transport (Mitas et al., 1997; Andrews et
al., 2002; Luo et al., 2004). Dynamic surfaces have also beenused to test
and improvemethods and algorithms for land surfacemodeling (Mitas
et al., 1997).

Animating results of simulations is relatively straightforward
because simulation tools usually provide adequate control over the
time step and resolution of the output maps. Processing monitoring
data for animations is more challenging because the time step or
spatial coverage may not be adequate and robust multivariate
interpolation becomes essential for filling the gaps in data (Mitasova
et al., 1995). Sequences of raster maps computed by simulation tools,
or by processing of monitoring data, are then animated using 2D
images or as a movie representing dynamic surfaces generated by 3D
visualization tools (Mitas et al., 1997).

The analysis, based on time series of DEMs, usually handles
evolution over time as a series of discrete events. To apply the full
power of analysis based on multivariate differential geometry land
surface evolution can be represented as a trivariate function:

z = G x; y; tð Þ

where x,y is horizontal location, t is time and elevation z is the
modeled variable. The function G(x,y,t) is derived from a series of m
point clouds {(xi,yi,zi ), i=1,..nk}tk, k=1, …, m, where x,y,z are
coordinates, nk is number of points in the k-th point cloud and tk is the
time of the survey. We merge the data from all point clouds and re-
organize them into a single point cloud {(xi,yi,ti,zi) i=1,…,∑ nk} that
is then interpolated into a voxel model (3D grid) using trivariate
interpolation function (Fig. 5), in our case the regularized smoothing
spline, with anisotropic tension applied in the time dimension
(Mitasova et al., 1995). Oct-tree segmentation is used to support
spatial interpolation of the large merged point cloud. Time resolution
is selected to be close to the time interval of the surveys, although the
approach is designed to handle irregular time intervals as well.

Evolution of a given contour z=c is then visualized as a set of
isosurfaces extracted from the voxel model. For example, shoreline
evolution will be represented by the isosurface z=zMHW , where zMHW

is mean high water elevation level. Visual analysis of space–time
isosurface topology is useful for identification of specific surface
evolution features. For example, if the extracted contour represents
elevation close to a foredune ridge, “holes” in the isosurface represent
temporal loss of elevation that has recovered typical for an overwash
after which the dune was repaired or recovered (Fig. 6). Closed
surfaces (spheroids) represent short term gain at the elevation level
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Fig. 4. Raster-based analysis of elevation time series: (a) principle, (b) relation between a dynamic layer defined by the core and envelope surfaces and shoreline band, extracted as
mean high water level (MHLW) for beach-foredune system.
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examined. This visualization concept is similar to the space–time cube
approach proposed for epidemiologic studies (Kraak and Madzudzo,
2007) or remote sensingmeteorological data (Turdukulov et al., 2007).

3.4. Visualization of landform change impacts using Tangible Geospatial
Modeling System

The previous sections focused on visualization of terrain state and
dynamics as captured by surveys using virtual terrain models represent-
ing real-world topography. Many applications, especially in land use
management, landscape design, military installation operational plan-
ning, or education exist, however,wheremodified terrain conditions and

their impact on landscape processes need to be evaluated, often in a
collaborative setting. Althoughvirtualmodels are excellent for analysis of
real-world data they, have some limitations when introducing modifi-
cations in topography.On-screenediting of 3Dmodels canbe tedious and
requires knowledge of editing software tools. Model translation through
2D display and indirect interaction using a mouse can hamper creativity
and restrict collaboration. Professionals in creative disciplines, such as
landscape architects or designers, use sketching to explore variousdesign
options and as a means for exchanging ideas. Similarly, scientific
drawings convey alternative hypotheses about studied phenomena,
and serve as a graphical aid to discuss concepts or propose solutions to a
studied problem. Geodesign has been proposed as amethod that “brings
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Fig. 5. Representation of terrain evolution using trivariate space–time function: merged time series of point clouds is interpolated into space–time voxel model.
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Fig. 6. Evolution of a foredune: (a) three snapshots from the DEM time series illustrating changes in the beach-foredune system, including an overwash in the year 2003,
(b) evolution of a 4.6 m contour displayed as a set of overlapping lines, image is hard to read due to the complexity of changes in the dune morphology, (c) displayed as isosurface
extracted from the voxel model, holes in the isosurface represent the dune overwash caused by the year 2003 hurricane, after which the dune was repaired (example from the Pea
Island, North Carolina, see more details about this site in Mitasova et al., 2009).
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geographic analysis into the design process,where initial design sketches
are instantly vetted for suitability against a myriad of database layers
describing a variety of physical and social factors for the spatial extent of
the project” (Dangermond, 2009). Tangible interface for a virtual
landscapemodel is an example of geosdesign environment that provides
userswith creative freedom, ananalogy to sketching in threedimensions,
and combines it with scientific tools for geospatial analysis, providing
rapid feedback that supports learning and decision making.

The Tangible Geospatial Modeling System (TanGeoMS, Tateosian
et al., 2010) couples an indoor 3D laser scanner, projector and a
flexible physical 3D model with a standard GIS (in our case GRASS,
Neteler and Mitasova, 2008) to create a tangible interface for terrain
data. The system configuration is flexible and additional projectors, 3D
displays, or scanners can be added as needed (Fig. 7a). The 3D scale
model (1:1200–1:3000 scales were tested) is constructed to have a
soft plasticine surface that can be manually modified to create various
landscape configurations by changing the surface geometry by hand
(Fig. 7c). Surface depressions can be pushed-in to create ponds and
stream channels, dams and levees can be added and the surface
roughness can be modified to represent vegetation, disturbances or
erosion prevention measures (Fig. 8). Also, buildings and other
structures can be added to create anthropogenic environments and
simulate interactions between natural processes and human activi-
ties. The scale models are based on real-world data, in our case 1–2 m
land surface topographic contours derived from bare Earth, LiDAR-
based DEMs. The accuracy of the initial model can be adjusted to the
desired level using the projected differences between the original and
the georeferenced scanned model elevations. The system set-up is
very open and allows users to bring their own 3D scale models,
geospatial data and laptops with any software capable of generating
images from the scanned point cloud analyses.

To provide background information for the modification, various
GIS data layers (e.g., orthophotography, planimetry, contours,
streams, flow accumulation) can be projected over the 3D model.
The model is then modified and scanned at any time when feedback
on the modification impact is needed. After each scan, the point cloud
is imported into GIS and a new DEM is computed along with the user
selected parameters of interest, such as slope, aspect, contours, flow
accumulation, and any other parameter available in the GIS relevant
to the studied problem. The results of the analysis are projected over
the model to provide rapid feedback on impacts of introduced terrain
changes on topographic parameters and flow patterns. Dynamic
hydrologic, erosion or solar irradiation simulations can also be
performed for the modified landscapes and the results can be
projected over the scale model as animations (Fig. 8 and the linked
video). In this way, various aspects of landscape dynamics and
impacts of terrain change on processes can be studied. TanGeoMS has
also proved useful for geospatial software development work as it
allowed us to quickly generate large number of different terrain
configurations with rapid feedback for the testing of flow routing
algorithms (Fig. 8) and robust point cloud processing tools.

4. Case studies

Application of the presented visualization techniques as support-
ing tools for analyses of landforms and landscape evolution in regions
with contrasting geomorphology mapped by airborne LiDAR is
illustrated by two case studies from North Carolina, USA (Fig. 9) .
Mountain geomorphology was studied in an area within the Great
Smoky Mountains National Park that includes numerous debris flows
andwasmapped recently bymultiple return airborne LiDAR. Dynamic
coastal landforms on a barrier island along the Outer Banks, North

S        P1                 P2 
P2

M 

M 

S 
P1 
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c d

0 400m
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b

Fig. 7. TanGeoMS: (a) the configuration includes a flexible scale model M, 3D laser scanner S, two projectors P1 and P2 coupled with workstations or laptops and GRASS GIS;
(b) projector P1 is aligned with the scanner S so that the results of the scanned model analysis can be readily projected back over the model, additional results can be projected over
the flat tabletop along with the GIS user interface to support data query or interactive 3D perspective views; (c) projected orthophotography provides background information to
guide terrain modifications; (d) more than one user can modify the model and collaborate on the design.
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Carolina were analyzed and visualized based on time series of
elevation data. TanGeoMS was used to explore impact of storm
surge for different scenarios of landform evolution and sea level
elevation.

4.1. Mountain geomorphology

The first case study provides an example of static, multiple surface
visualization as a tool to support identification and characterization of

recent debris flows on the steep slopes of the southern Appalachian
Mountains. This study has started recently and, at this stage,
visualization has been used to guide the direction of geospatial
analysis and field research planning.

The location and characteristics of the shallow landslides have been
traditionally mapped using aerial imagery and selected field traverses
(Southworth et al., 2005). Recent multiple return LiDAR mapping of
western North Carolina provides the opportunity to identify previously
unmapped or recent debris flows and derive additional information

0 100m
N 

a b

Fig. 8. Testing robustness of flow routing algorithms by modifying an initial bare Earth 3D model: (a) adding buildings, rip-rap and a dirt road tracks; (b) water flow pattern on the
initial andmodified elevationmodel simulated by a path sampling approach that can handle structures and rough surfaces with depressions; (see also video of dynamic experiments
at http://skagit.meas.ncsu.edu/~helena/wrriwork/tangis/tg1bak2_ed4_1min640.mov).
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Fig. 9. Location of case studies regions A (in the Great Smoky Mountains National Park) and B (on the Outer Banks barrier islands) in North Carolina, USA.
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about the structure and properties of the ones previously identified.
Visualization techniques have been essential for the assessment of
information that can be derived from the LiDAR-based surfaces and to
guide the analysis of spatial relationship between geology, vegetation
and landslide locations.

A color map representing geology draped over the bare Earth DEM
displayed in 3D perspective provided insight into the relation
between geology (Southworth et al., 2005) and landforms geometry
in the Bradley Fork watershed (Fig. 10). The highly resistant slate of
the Anakeesta Formation inhibits erosion, explaining the steep, sharp
slopes in the upper section of this watershed. Deposits of alluvium and
debris fans form wide, low slope areas.

To visually evaluate several approaches to recent debris flows
identification and characterization the elevation surface with vegeta-
tion was interpolated from the multiple return LiDAR point cloud at
3 m resolution and displayed in 3D perspective with two light sources.
The illumination highlights the difference between the rough surface
of forested areas and smoother, bare or sparsely vegetated debrisflows
(Fig. 11a). Several surface geometry parameters were computed and
displayed as colormaps over an illuminated relief to visually assess the
relation of these parameters to potential debris flows scars (see the
slope map in Fig. 11b). Preliminary extraction of the debris flows has
been performed by combining threshold values for slope, profile
curvature and flow path length using map algebra, with the result
again displayed as color map on 3D perspective view. Flow
accumulation patternwas then derived for these areas usingD-infinity
approach (Neteler andMitasova, 2008, Section 5.4.4) and displayed as
masked raster over illuminated topography. This visualization high-
lights the differences between the narrow debris flows with single
channels and the broad bare areas with multiple parallel channels
(Fig. 11d).

Visual analysis of the 3D views served as a preliminary assessment
of the methods' capability to map recent debris flows, and as a guide
to more detailed spatial statistical analysis of the relationship
between the parameters that can be derived from multiple return

LiDAR data and debris flows – with the goal to develop methodology
for rapid automated mapping of debris flows. An on-going field study
is being performed to evaluate the accuracy of the LiDAR-based
methods and compare them with the 2D image based methods.

Within the neighboring Frowning Rock Prong watershed, relief
shading was successfully used to identify artifacts in high resolution
LiDAR-based DEM (Fig. 12). It revealed an apparent shift in elevation
data along the LiDAR swath edges when applied to a 2 m resolution
DEM interpolated from the multiple return points, an artifact which is
hard to identify on a contour or 2D color map. Relief shading of the
interpolated bare Earth surface indicates that the artifact has been
removed from the bare Earth point data.

To visually explore relationship between the morphology of bare
Earth surface and vegetation height the bare Earth and first return
DEMs were displayed together and a vertical cutting plane was
interactively moved and rotated across the watershed. When passing
through the areas with known debris flows, the mature, high forest
cover, typical for this area, transitioned into bare Earth or very low
vegetation (Fig. 13). Field surveys are being performed to relate the
height of vegetation extracted from themultiple return data to the age
of the debris flows, with visualization providing valuable information
for field research planning.

4.2. Barrier island dynamics

The second case study on dynamics of barrier island dunes
represents multiyear research that utilizes a dense set of elevation
data time series. Throughout this project, visualization has been used
extensively to assist with data processing, to gain insight into spatial
patterns of sand transport and to investigate impacts of storm surge
for different dune management scenarios. The techniques for data
processing and for feature-based geospatial analysis were presented
by Mitasova et al. (2005a, 2005b), here we focus on the role of
visualization in this project and extend our previous work by adding

Fig. 10. Geology map draped over DEM highlights the relationship between the elevation surface geometry and bedrock and surficial geology of the Bradley Fork watershed (data
from Southworth et al., 2005).
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the raster and voxel based analysis and new results based on the
LiDAR data that were acquired in the years 2007 and 2008.

The study area, locatedwithin the 162-hectare Jockey's Ridge State
Park, includes the largest active dune system on the Atlantic coast of
North America (Fig. 14). Over the past 50 years, the main dune has
lost almost half of its elevation (Fig. 15) and the smaller dunes keep
migrating outside the park boundaries. The park management has
been transporting the sand that left the park to the windward side of
the main dune in an effort to stop the loss of elevation. To better
understand the ongoing dune transformation, quantify the changes,
and assess the effectiveness of the current dune management,
evolution of the dune system was investigated using time series of
1 m resolution DEMs interpolated from photogrammetric and LiDAR
data for years 1974, 1995, 1998, 1999, 2001, 2007 and 2008.

As in the previous case study, surface visualization with interactive
lighting was an effective tool for identification of subtle natural or
anthropogenic features as well as artifacts in the data (Fig. 14) and
guided the processing of the DEMs. Positioning the light source far
enough from the zenith (in our case, 40° above horizon), and in
northwest direction revealed a “corduroy effect” on the interpolated
dune surface that follows the LiDAR point sampling pattern. To
remove the effect, the data were re-interpolated with adjusted
parameters. Low positioned light source also uncovered the structure
of stabilization fences and subtle features in flat areas, created by the

sand accumulated around vegetation (Fig. 14b). To capture the
directional features, such as the LiDAR scanning pattern and the
fences, the light source azimuth was interactively set orthogonal to
the direction of the features (Smith and Wise, 2007). Positioning the
light source close to the zenith diminishes the visibility of subtle
terrain features regardless of its azimuth (Fig. 14b).

Evolution of the dunes was visualized by surface overlays in 3D
perspective view, combined with transparency (Fig. 15), and using
cross-sections derived by interactive cutting planes across two
overlayed DEMs for the years 1974 and 2008 (Fig. 16). They confirm
the loss of sand on the windward side of the dune and significant gain
in elevation on the leeward side (Fig. 16). Several sets of animations,
using different viewing positions and draped color maps, revealed the
complex dynamics of the dune system migration that combines the
general southward translation with clockwise rotation. An animation
with low viewing position from the sound was used to communicate
the loss of elevation that accompanied the southwardmigration of the
dune system. An animation from overhead viewwith draped slip faces
extracted from the slope maps provided insights into the transfor-
mation of the dunes from the crescentic form to sand-starved
parabolic type, starting with the lower east dune (1974–1998) and
followed most recently by the main dune (Fig. 17). Display of the
change in the locations of dune peaks over time as point symbols in 3D
perspective over the 2008 year DEM (Fig. 16) further highlights the

Fig. 11. Multiple return elevation surface representing a headwater area within the Bradley Fork watershed displayed at 3 m resolution with color maps representing derived
parameters relevant for identification of debris flows: (a) elevation color map draped over 3D perspective view of topography with vegetation; (b) slope mapwith lower, continuous
values in the debris flow areas and very high, scattered values in the forested areas reflecting presence of large trees; (c) color map representing potential debris flows scars derived
from combination of slope, curvature and flowpath length parameters; (d) flow accumulation pattern within debris flows.
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dramatic loss of elevation for the main dune and gradual stabilizing of
the entire dune system at the elevation level of 20–22 m observed at
the beginning of the 20th century.

A more detailed analysis of landform dynamics was performed for
the Jockey's Ridge east dune and the neighboring beach-foredune
system using 0.5 m resolution DEMs derived from LiDAR data

acquired in 1997, 1998, 1999, 2001, 2004, 2005, 2007, and 2008.
The core and envelope surfaces provided insight into spatial and
temporal patterns of terrain dynamics and were visually analyzed
using interactive cutting planes (Fig. 18). Large differences between
the core and envelope indicate locations with significant changes in
elevations that were also captured in a color map of elevation range

Fig. 13. Multiple return and bare Earth elevation data in the Frowning Rock Prong watershed: (a) sparse bare Earth and dense, almost continuous multiple return LiDAR points
overlain with known locations of debris flows published by Southworth et al. (2005); (b) detailed view of a A–A' cross-section, red layer shows vegetation height as difference
between the multiple return and bare Earth elevations with almost no vegetation in the debris flow area; (c) cutting planes across overlain bare Earth and multiple return surfaces.
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N 

Fig. 12. Analysis of the Frowning Rock Prong watershed in the Great Smoky Mountains National Park: (a) multiple return shaded relief map: two swath edge elevation shifts are
clearly visible, (b) bare Earth relief shading map does not show any significant artifacts.
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draped over the most recent DEM. The migrating east dune has
experienced the largest range of naturally driven elevation change and
the new or lost buildings had the highest change among structures.
Time of maximum raster map highlights the southward migration of
themaximumelevations on the dune (Fig. 18a). Evolution of the actual
elevation surfaces within the dynamic layer was visualized using
animations within a selected cross-section (Fig. 18c).

Trivariate interpolation of elevation in space–time domainwas used
to create a voxel model of the east dune dynamics and to visualize
evolution of selected contours as isosurfaces (Fig. 19). Topology of these
isosurfaces was studied in relation to the processes that control the
dynamics of topography in these locations. Stable elevation levels (no
change in the contour location and shape over time) are represented by
isosurfaces that are vertical extrusions of the initial contour at time t1. A

typical example in our case study was a 6 m contour extracted from a
stable building (Fig. 19). None of the isosurfaces extracted at the east
dune location at the 6 m elevation and above was vertical, indicating
that the entire volume of sand above 6 mmoved. The isosurfaces show
that the movement was complex with migration over the entire
spectrum of directions from east to south and with higher migration
rates at higher elevations than at the lower levels (Fig. 19).

Exploratory TanGeoMS analysis was used to investigate the impact
of different approaches to dune management and impact of foredune
breaches on the spatial pattern of storm surge flooding. First, a 1:3000
scale model was built using contours derived from the 2007 bare
Earth DEM. The model was covered by plasticine, scanned, georefer-
enced and compared with the original data. At this scale, the level of
detail that we were able to work with was comparable to 4–6 m

Fig. 15. Evolution of the Jockey's Ridge sand dune: (a) 3D perspective view of the dunes from the ocean using overlain DEMs for the years 2008 and 1974 (semitransparent), and an
inserted transparent photo for the year 1949 placed at the known location of the 1949 peak (neither contours nor DEM are available for 1949); (b) the current and historical photos
indicate that the dune has grown rapidly between 1917 and 1950 and has been returning to its early 20th century form.
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Fig. 14. Jockey's Ridge dune system: (a) orthophoto draped over the 3D perspective view of the 1 m resolution, year 2008 DEM, (b) 3D perspective view illuminated from the light
source close to the zenith (c) illumination by the light source farther from the zenith coming from northwest direction reveals the corduroy artifact on dunes (A), subtle features in
flat areas (B) and structure of fences (C). The surface elevation is exaggerated 3-times.

133H. Mitasova et al. / Geomorphology 137 (2012) 122–137



Author's personal copy

resolution DEMs (compared to the typical 1 m resolution detail used
in the small watershed studies at 1:1200 scale, Tateosian et al., 2010).
This was sufficient, however, for investigations of sand relocation and
dune breach impacts on storm surge flooding that are typically done
at 10–50 m resolution.

The surface of the initial model was modified by hand to create
new landscape configurations, scanned, the flooding simulationswere
performed for the new DEMs and the results projected over themodel
as images or animations. Preliminary results from these experiments
are illustrated in Fig. 20. The simulations performed for the year 2007

DEM show that the area starts flooding from the soundside at a
relatively low levels of storm surge at 1.5 m, whereas the ocean side
can withstand surge levels as high as 4 m, assuming that the
protective foredunes will not be breached. To investigate potential
extent of flooding that would be caused by a single or multiple
breaches in these dunes at different locations, we have breached the
foredunes by carving out the clay with a craft tool (Fig. 20) and
repaired the dunes simply by putting back a piece of clay. The
modified model was scanned, the flooding was recomputed and the
results were projected over the model to provide feedback for further
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Fig. 17. Frame sequences used for animations: (a) lower, west side view shows horizontal migration with gradual loss of elevation, (b) animation with draped slip faces reveals
transformation from crescentic to parabolic dunes.

N
 

0                        500m
1974: peak at 33m  
2001: peak at 25m 

sand 
gained stable

sand lost 

A 
B 
C 
D 

A 

B 

C 

D 

Fig. 16. Elevation surfaces overlay and cross-sections: Jockey Ridge sand dune 1974–2008 add the peak image.
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exploration. The projected results demonstrate that even a small
breach can cause extensive flooding because of low elevation in the
back island areas.

We have also investigated the possibilities to reduce the flooding
from the sound side. For example, we have added back the small south
dune that was removed from the park in the year 2003 because its
migrationwas threatening the neighboring homes and road (Mitasova
et al., 2005a). Also, we have extended its edge in the direction of its
migration closer to the sound (Fig. 20), scanned the modified model,
rerun the simulation and projected the results over the model.

Although this change would require relocation of the small access
road, the extended dune would provide protection from the flooding
that is quite common here which affects a large area.

5. Conclusions

Modern mapping techniques that produce massive, highly
detailed elevation data have increased the role of scientific visuali-
zation in analysis and communication of information about land
surface, its properties, features and evolution. In addition to standard
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Fig. 19. Evolution of elevation contours for a section of the east dune visualized as isosurfaces extracted from voxel representation of terrain dynamics; 6, 8, 10 and 12 m elevation
contour change during years 1999 to 2008.

Fig. 18. New type ofmaps representing terrain dynamics based on time series of DEMsderived fromLiDARdata: (a) time ofmaximummap represents theyearwhen eachgrid cellwas at the
maximum elevation; (b) elevation rangemap; (c) frames from animation visualize evolution of actual elevation surface within the dynamic layer defined by the core and envelope surfaces.
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relief shading, 3D perspective views of interactively illuminated
surfaces usingmultiple light sources have become the core techniques
for visualization of high resolution terrain models. Multiple return
LiDAR data and efficiency of repeated topographic surveys expanded
the use of 3D interactive visualization to multiple surfaces as
demonstrated by the presented applications to debris flow analysis
in mountainous region and investigations of costal terrain dynamics.
New concepts of n-year core and envelope surfaces were introduced
to measure complex spatial patterns of terrain evolution from time
series of LiDAR data along with 3D animations.

The space–time voxel model of terrain evolution is a technique at
early stages of development, but it holds the most promise for
elevation time series analysis with a large number of time snapshots
where contour overlays or side-by-side views of DEMs are not
practical. Additional research is needed to develop interpretations of
space–time isosurface topology and its relation to geomorphological
processes.

The Tangible Geospatial Modeling System expands the increas-
ingly common touch technology and multi-modal computer in-
terfaces to 3D space to support more intuitive and collaborative
interaction with topographic data. The case study demonstrated that
numerous modifications can be created and explored quickly in a
collaborative environment so that only the most promising solutions
then need to be transformed into more accurate designs, based on
real-world data and computer aided design tools, using the modified
3D scan as a sketch. Although the affordable 3D scanners needed for
widespread use of this type of systems are not yet available, the
presented examples illustrate the potential of tangible interaction
with terrain models with rapid feedback on impacts of modifications
on terrain parameters and processes. In addition to its original
purpose as a tangible interface TanGeoMS has proved invaluable for
development work and as a teaching tool. Recently introduced hand-
held laser scanners with fast 3D model registration, mini-projectors
and increasingly common 3D printers and computer guided carving

tools create further potential for the expansion of the tangible
geospatial modeling concept, including potential mobile systems.

Finally, scientific visualization of geospatial data is a broad field
and our focus was on a subset of techniques that are highly relevant
for geomorphology and take advantage of the high resolution LiDAR
data time series that have become available only recently. We have
highlighted the visualization capabilities of a freely available, open
source geospatial software (in our case GRASS GIS module nviz) that
provides opportunities for researchers and developers to adjust or
improve the code according to their needs and contribute back to the
community. The most active development in the open source
geospatial community combines the web mapping techniques with
sophisticated analysis and we anticipate that the upcoming increase
in speed of wireless Internet connections, Web GIS services will make
the complex scientific visualization of landscapes based on high
resolution elevation data readily available in laboratory and mobile
environments.
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